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Multimedia Networking and Synchronization





In a typical distributed multimedia application, multimedia data must be:


Compressed


Transmitted over the network to the destination


Decompressed and synchronized for playout at the receiving site





A multimedia information system must allow a user to: 


Retrieve


Store


Manage 


All above for a variety of data types including images, audio, and video.





Multimedia Networking Applications 


Video mail


Videoconferencing


Collaborative work systems


All above requires networked multimedia. 





�
Information Type�
Bit Rate�
Quality And Remarks�
�
Data�
Wide range of bit rates�
Continuous, burst, and packet-oriented data�
�
Text�
Several Kbps�
Higher bit rates �for downloading of large volumes�
�
Graphics�
Relatively low bit rates


Higher bit rates: (100 Mbps �
Depending on the transfer time required


Exchange of the complex 3D computer model�
�
Image�
64 Kbps


Various


Up to 30 Mbps�
Group-4 telefax


Corresponds to JPEG standard


High-quality professional images�
�
Video�
64-128 Kbps


348 Kbps - 2 Mbps


1.5 Mbps


5-10 Mbps


34/45 Mbps


50 Mbps


100 Mbps�
Video telephony (H.261)


Videoconferencing (H.261)


MPEG-1


TV quality (MPEG-2)


TV distribution


HDTV quality


Studio to studio HDTV video downloading�
�
Audio�
nx64 Kbps�
3.1 KHz, 7.5 KHz, or hi-fi baseband signals�
�
Typical transmission rates of various information types in multimedia communication











Multimedia Networks:


Very high transfer rate or bandwidth �(even when the data is compressed; see the table above)


Predictable transfer rate


Data transfer is:


Stream oriented


Highly bursty


Network load is long and continuous


Applications can tolerate errors in transmission due to corruption or packet loss�without retransmission or correction; in some cases some packets are even discarded


Lightweight transmission protocols


Low latency


Synchronized transmission with low jitter


Multipoint communications


�
Traditional Networks


Traditional networks do not suit multimedia!


Ethernet: 


Only 10 Mbps bandwidth


Access time is not bounded


Latency and jitter are unpredictable


Token-ring:


16 Mbps bandwidth


Deterministic


Worst-case access latency can be very high 


FDDI:


100 Mbps bandwidth


Low access latency 


Low jitter in synchronized mode


Bounded access delay


Predictable average bandwidth for synchronous traffic


High cost


Less expensive alternatives:


Fast Ethernet (100 Mbps bandwidth)


Priority token-ring


�
Priority Token-Ring (PTR): 


Multimedia traffic is separated from regular traffic by priority


Works on existing networks 


The admission control in PTR guarantees bandwidth to multimedia sessions
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Priority token ring in multimedia applications


Crimmins [Cri93] evaluated three priority ring schemes �for their applicability to videoconferencing applications: 


Equal priority for video and asynchronous packets 


Permanent high priority for video packets 


Time-adjusted high-priority for video packets (based on their ages)





Broadband Integrated Services Digital Network (B-ISDN):


Expected to become the key network for multimedia applications [Cla92]


Types of B-ISDN:


Basic ISDN, supports 2B + D channels,�where the transfer rate of a B channel is 63 Kbps,�and that of a D channel is 16 Kbps


Primary ISDN, supports 23B + D channels in US,�and 30B + D channels in Europe.


�
Asynchronous Transfer Mode
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The architecture of an ATM network consists of a set of terminal nodes �and a set of intermediate nodes (switches)





�
Asynchronous Transfer Mode (ATM) [Bou92, SVH91, KMF94, DCH94] �is considered to be the network of the future:


Packet oriented


Uses a connection-oriented technology


An ATM network comprises of a set of terminals and a set of intermediate nodes (switches), all linked by a set of point-to-point ATM links


ATM standard defines the protocols needed to connect the terminal and the nodes; however, it does not specify how the switches are to be implemented 


ATM Cells:


The basic transport unit in an ATM network


Cells are fixed length packets of 53 bytes


The header consists of the information necessary for routing:


The Generic Flow Control (GFC) field is used for congestion control


The User-to-Network Interface (UNI) to avoid overloading


The VirtualPath/ChannelIdentifier (VPI/VCI) fields �contain the routing information


�
The Payload Type (PT) represents the type of information carried by the cell


The CLP field indicates cell loss priority


The Header Error Control (HEC) field is used to detect and correct header errors 














�
�
Bits�
7�
�
0�
Bytes�
�
Header�
5 Bytes�
�
GFC�
VPI�
0�
�
�
�
�
VPI�
�
�
1�
�
�
�
�
VCI�
2�
�
Payload�
48 Bytes�
�
�
PT�
CLP�
3�
�
�
�
�
HEC�
4�
�
(a)�
�
�
(b)�
�
�
Components of: (a) ATM cell, (b) ATM header








The header does not contain the complete destination address


The cells are switched by a switching node using the routing tables 


�
ATM Connections:


A connection has to be established between two end points�before data can be transmitted


A terminal requests a connection to another end terminal�by transmitting a signaling request across the UNI to the network


 If the destination agrees to form a connection,�a virtual circuit is set up between these two end points 


The connections are made of Virtual Channel (VC) and Virtual Path (VP) connections 
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Virtual connections in ATM


Connections are either point-to-point or point-to-multipoint


Virtual Channel is a logical connection between two switching points


VP is a group of VC’s with the same VPI value





An example of setting up a VC connection between two nodes N1 and N2: �


The process of establishing the VC connection consists of the following steps:


The end terminal N1 sends the request to the UNI.


The UNI forwards the request to the network.


Assume that the network selects the following route A-B-C-D.�Each of the four nodes will use an unused VC value for the connection. �For example, the intermediate node A chooses VC1, �and therefore all the cells from N1 will have a label VC1 at the output from A.


Node A sends the cell to node B. �B will change VC1 to VC2 and will send VC2 to node C.


At the node C, VC2 is associated with VC3 and sent to node D.


At the node D, VC3 is associated with VC4. �The node D checks if the UNI at the terminal node N2 is free. �If the UNI is free, the cell with the label VC4 is given to N2.


The terminal node N2 uses now VC4 for its connection to the node D.


D sends this cell to C, which associates VC4 with VC3, and sends the cell to B. �B associates VC3 with VC2 and sends the cell to A. �A associates VC2 with VC1 and delivers the cell to the terminal node N1.


The connection between terminal nodes N1 and N2 is thus established.





�
When the transmission of data is completed, �N1 sends a message to tear down the connection


The cells within a VC are not switched out of order �and no retransmission is done in ATM 


End-to-end delay is not predictable, because of buffering at the source


ATM does not guarantee that a cell will be delivered to the destination �(in the case of congestion)


Quality of Service (QOS) parameters: �peak data rate, cell loss rate, cell delay, and cell delay variation 


Connection is established only if the network support for QOS is requested by the user
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An ATM connection between two terminal nodes N1 and N2.


�
Comparison of Switching Technologies for Multimedia Communications:





Besides the ATM technology, �other switching technologies considered for multimedia communications include:


Synchronous Transfer Mode (STM),


Switched Multi-Megabit Data Service (SMDS), called 802.6, and


Frame Relay





STM:


Circuit switched network mechanism 


Packetized voice and data transported over the networks


Bandwidth is allocated for the entire duration of the connection 


The ATM network overcomes this limitation by using�statistical multiplexing with hardware switching





�
SMDS:


Uses a telecommunication network to connect LANs LAN into�Metropolitan Area Networks (MANs) and Wide Area Networks (WANs)





Frame Relay:


Similar to packet switching networks


Multiple virtual circuits on a single access line


Operates at higher data rates, �and gives lower propagation delays than most packet networks 


�



�
Parameters�
ATM�
STM�
SMDS


(802.6)�
Frame relay�
�
Support of�
Data�
Yes�
Yes�
Yes�
Yes�
�
multimedia�
Audio�
Yes�
Yes�
�
�
�
traffic transfer�
Video�
Yes�
Yes�
�
�
�
Connectivity�
One-to-many�
Yes�
Limited�
Yes�
Yes�
�
�
Many-to-one�
Yes�
Limited�
Yes�
Yes�
�
�
Many-to-many�
Yes�
�
Yes�
Yes�
�
Performance guarantee�
Delay for audio/video�
Yes�
Yes�
�
�
�
�
Packet loss for data�
Yes�
N/A�
Yes�
Yes�
�
Bandwidth�
1.5 Mbps to multi Gbps�
Few bits/s to multi Gbps�
1.5 Mbps to 45 Mbps�
56 Kbps to 1.5 Mbps�
�
Guarantee of media synchronization�
Yes�
Yes�
�
�
�
End-to-end delay�
Low�
Lower than ATM�
Higher than ATM�
Higher than ATM�
�
Congestion control�
Required�
Not required�
Required�
Required�
�
Comparison of switching technologies for multimedia communications,�adapted from [RKK94]





�
Multimedia Synchronization





Multimedia systems include multiple sources of various media either spatially or temporally to create composite multimedia documents.





Spatial Composition:


Links various multimedia objects into a single entity 


Includes object size, rotation, and placement
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Spatial Composition 


�
Temporal Composition:


Creates a multimedia presentation by arranging the multimedia objects �according to temporal relationship
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Temporal Composition








One can divide temporal composition, or synchronization, �into continuos and point synchronization


�
Continuous Synchronization:


Constant synchronization of lengthy events


An example of continuos synchronization is video telephony,�where audio and video signals are created at a remote site,�transmitted over the network, �then synchronized continuously at the receiver site for playback





Point Synchronization


A single point of one media block coincides with a single point of another media block


An example of point synchronization �is a slide show with blocks of audio allotted to each slide





Two further classes of synchronization are serial and parallel synchronization





Serial Synchronization 


Determines the rate at which events must occur within a single data stream�(intremedia synchronization)





Parallel Synchronization


Determines the relative schedule of separate synchronization streams�(intermedia synchronization)


�
Data Location Models





Responsibility for maintaining intermedial synchronization falls onto �both the sources and destinations of data, �but most techniques rely more on the destinations.





There are four data location models:


Local single source�As long as the devices maintain their playback speed, �no synchronization technique is required.


Local multiple sources�An example is a slide show played with music or an audio tape. �Synchronization is required within the workstation.


�
Distributed single source�An example is cable TV. �The technique requires no synchronization �other than maintaining the speeds of the playback devices.


Distributed multiple source�This group further breaks down into: 


Multiple sources from one node distributed to another node�(for example, a video call)


Multiple sources from two or more nodes distributed to another node


Multiple sources from one node distributed to two or more nodes�(for example, hdtv)


Multiple sources from two or more nodes distributed to two or more nodes�(for example, a group teleconference).








The two cases with distributed sources require more complex synchronization algorithms to eliminate the various causes of asynchrony. 
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Various causes of asynchrony in a video telephone system





�



The end-to-end delay of a distributed multimedia system consists of �all the delays crested at the source site, network, and receiver site. 





FOR CONTINUOUS SYNCHRONIZATION


Tsample�
Tencode�
Tpacketize�
Ttransmit�
Tbuffer�
Tdepacketize�
Tdecode�
Tpresent�
�



FOR STORED OBJECTS (Remote Data Access)


Tquery�
Tseek�
Taccess�
Tpacketize�
Ttransmit�
Tbuffer�
Tdepacketize�
Tdecode�
Tpresent�
�
Definitions of the end-to-end delay:�(a) for continuous synchronization, (b) for stored objects.





Quality of  Service


Implementing a synchronization algorithm for a specific application �requires specifying the quality of service (QOS) for multimedia communications.





The QOS is a set of parameters that includes�speed ratio, utilization, average delay, jitter, bit error rate, and packet error rate [LG90]:


The speed ratio is the quotient of �the actual presentation rate divided by the nominal presentation rate


The utilization ratio equals the actual presentation rate �divided by the available delivery rate 


Jitter is the instantaneous difference between two synchronized streams


Skew is the average difference in presentation times between two synchronized objects over n synchronized points (stream lag, stream lead). 


Two more QOS parameters, �the bit error rate (BER) and the packet error rate (PER), �specify the required reliability of the network.








�
Video telephony�
JPEG video transmission�
�
Speed ratio�
1.0�
1.0�
�
Utilization�
1.0�
1.0�
�
Average delay�
0.25 sec�
0.2 sec�
�
Minimum jitter�
10 msec�
5 msec�
�
Maximum BER�
0.01�
0.1�
�
Maximum PER�
0.001�
0.01�
�
Quality of service requirements for video telephony and JPEG video transmission


�
Single and Multiple Stream Synchronization:


Synchronization entails evaluating the temporal characteristics of the data streams to be synchronized and correcting all delays and other anomalies [LG91]


To synchronize an event, we first analyze the end-to-end delay, or latency;�Then we schedule a retrieval time that allows enough time before the deadline�to allow for latency 





For example, if the total latency time of retrieving a one-hour video is three minutes, �and the customer ordered the video for 7 P.M.,�set the retrieval time, or the packet production time, for 6:57 P.M. at the latest.
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Timing for the single-event synchronization








