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Abstract

This is a survey of reflective memory systems - an emeagimgpach to distributed shared
memory which has existed for decades now. Reflective memory systemmsaldied by a high-
speed memory-mapped communication medium that assures cohelieatiogpof data which are
kept in local memory; this implies a lamd constant memoryceess time. In addition, inherent
overlapping of computation with communication, fault tolerance, and support of open systems and
off-the-shelf components make these systems useful for real-time and many olibaticas
Commercially available reflective memory systems (Architecturbnbémgy Corporation, DEC,
Encore, Modcomp, Systran, VMIC), aslwas academic research projects (Ftt&j Prirceton,
Stony Brook, Tokyo, Belgrade), are described in a unifoamner.

1. INTRODUCTION

The communication latency ofonventional message-passing multicomputers, especially
traditional networks, is usually too large to maintain good processor efficiescauge operating
system overhead takes too much time. Also, too much processor time is consumed with the layered
protocol software. The commuaition latency is hard to predict, which is especiallpartant for
real-time applications. As the number and the speeprafessors increase, the above problems
become more acute. Therefore, the design of an efficient intexctiom policy is crucial.

Reasonable solutions to these problems represent systems based on non-deatasdotipd
remote shared memory copies, which are theestibjof this paper. There are differences in
designation of these systems. Some authors call them mirror memory systems [e.g., Witt89] or
replicated memry systems [e.g., Oguc95]. However, we refer to them atiegé merry (RM)
systems [e.g., Enco90], which is more common.

These systems belong to the class of distributed shared memory (DSM) systems, [Nitz91
Prot98].Eachprocessor includes a dual-ported local physical memory, a part of which is configured
as logically shared. All these physically distributed logically shared parts of memory are mapped into
a global shared addressasp and make the reflective n@mm The main idea of the RM concept is
to keep an accurateopy of a sharedada item in a local mesny of eachprocessor, if there is a
possibility that it would be usedter. Uponeach write to a shared mery Iacation, the network
interface (wihout explicit demand) updes all copiesraund the system. Therefore, the shared
reads are always satisfied from the local memory; only shared writes are gtemphgough the
system.

Presented RM systems are introduced in Table 1. It includes commercially available systems, as
well as university research peajs. Encore has a few bus-based systemfndsert93] suitable
for different purposes. Modcomp [Furh97], Systran [Syst95], and VMIC [Vmic95] have
commercially available systems dedicated to the real-time market. The R8¢ tedfor the case
where a small number of nodes are distributed over a wide area [Oguc95]. Having a cluster in mind,
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Architecture Tebnology Corporation (ATC) has proposed a ring-based approach [Rama95], while
DEC has designed a Memory Channell§8] based on a crossbar. The MERLIN [Witt89] and its
successor SESAME [Witt92] are intended to scale up efficiently to thousands of processors in a
heterogeneous environment. The SHRIMP [Blum94] is one more scalable multicomputer based on a

mesh.

System | Academid/ University/ Year | Interconnectio URL

Industrial Company |Introduced  Network

RMS I Encore 1990 bus htfpwww.encore.com
RMS for PC A+l Belgrade/Encofe 1993 bus hitpaleb.etf.bg.ac.yu/~dsm
RM/MC I Encore 1993 bus htthwww.encore.com
RM/MC++ A+l Belgrade/Encore 1994 bus hitfyaleb.etf.bg.ac.yu/~dsm
LAM I+A Florida/Encore 1996 bus httwww.encore.com
MMM I Modcomp 1993 bus httg/www.modcomp.com
RSM A Tokyo 1994 bus httywww.sail.t.u-tokyo.ac.yp/~oguchi
MC I DEC 1996 crossbar httfwww.digital.com
NSM I ATC 1994 ring http//www.atcorp.com/research/cluster
SCRAMNet I Systran 1991 ring htifpwww .systran.com
VMIC I VMIC 1995 ring http://www.vmic.com
Sesame A Stony Brook 1991 mesh :ftfhp.cs.anysb.edu/pub/techreports/witfie
SHRIMP A Princeton 1994 mesh hitiwww.cs.princeton.edu/shrimp

Table 1.Introduction to the presented RM systems

Description.A- Academic; I-Industrial.

2. THE GOALS OF THIS PAPER

The major purposes of this survey are as follows. First, the goal is to explain the RM concept.
Second, the goal is to describe what has been done in this area. This is achieved by surveying a
representative set of existing RM systems in doumi manner emphasizing differences, advances,
and limtations. Thid, the goal is to predict the trends of future research and development of these
systems. The importance of the aforementioned goals stands behind the emerging popularity of
systems based on the RM concept.

The presentation of RM systems follows aform organizational structure: origin of the system,
the most indicative picture, essence of the system (including the basic idea, the architecture and
organization, functional description, intercestion tetinology, topology, memory consistency
model (MCM), level of updating, level of sharing, caching of shared regions), typical applications, as
well as advantages and disadvantages compared to other RM systems.

Performance of presented systems is not considered lema)de these systems are designed
having different purposes in mind and their performances are often not comparable. Also, there are
systems which have been implemented in an older technology and their performance is not what it
could be if implemented in present-day technology. Performance analysis of RM systems based on
simulation modeling and "common denominator technology" is beyond the scope of this paper.



3. REFLECTIVE MEMORY SYSTEMS

The RM systems can be very different. The type of interconnectionorietwsed for RM
updates is uniportant and can be: bus, bus hierarchy, ring, mesh, crostbafhe granularity of
sharing can be: word (rarely), page (usual), or segment (promising). The level of updating can be
word or block. The mapping of shared memory regions can be dynantatior he MCM can be
strict, sequential, processor, release (with all its variations), or entry (with all its variations). Caching
of RM is rarely supported; however, there are systems with thisiéapab

Major advantages compared to other DSM systems are as follows. The computation in RM
systems is usually overlapped with the commurocatirfhe memoryccess time of RM is usually
constant (and thereforeetkrministic) and relatively low (which is paortant for real-time and many
other applications), because shared data are almost always in locabrymer
multiple_reader/multiple_writer DSM management algorithm is supported. Due to the inherent
replicaton, these systems are good for fault tolerance. Also, these systems usually take advantage of
open systems and off-the-shelf componeReflective merary systems are simpler, so they have
been commercially implemented fae@hdes now.

Of course, there are disadvantages. For egiidins characterized with longer sequences of
writes to the same word by a particular processor somecessary update traffic may peoduced.
Generally, data transfers are oftenfpemed kecause each shared write causes refilectso the
interconnection medium usually represents a bottleneck. Furthermore, concerning the
interconnection medium, one-to-dlfoadcast commueation has to beupported. The RM is
usually not implemented on the same board with the processor,aaxdss time is slightly longer
than that of the local memory implemented on the same board. In order to keep the RM consistent,
an explicit synchronization of processes that write into the same shared mesationits needed.

3.1. Encore RM/MC System

The RMS (Reflective Meory System) represents the Encore Computer Corporation's
implementation of RM dedicated to the real-time market. This bus-based sygiports word
updates only. It has been derivédm the first RM system designed andtgnted by Gould
Electronics in 1985 (Encore acquired Gould in 1989). The RMS system was upgraded to support
block updates, making RM/MC (Reflective Meng/Memory Channel) system [Gert93]e&use
the RM/MC system is the state of the art, onlyiitlve described here.

EssenceThe system consists of up to eight processing nodes (Figure Batedrby means of
the multiplexed synchronous 64 bits wide RM/MC bus that supports both single word and block
update transfers. lorder to expand the coeation bandwidth, more parallebrenected RM/MC
buses can be used. The arbitration on the RM/MC bus is centralized and a round robin synchronous
arbitration algorithm is used. Supported distances aree®80 With opper cables, 240eét with
coaxial cables, and 15008dt with a fiber optic cable.

The challenge was to use commodity components in open system environmeatsoplish
this goal the node is divided into two parts: TMI (Transition Module latexf board which
implements the interface to the RM/MC bus, while HPI (Host Port Interface) Ippavitles the
interface to the host system bus. There are realizaébortke VME bus, the EISA bus, and the PCI
bus.

Local memory pages can be configured azctifle (shared) or privat@gon-shared) by means
of translation windows on transmit and receive sides. Thesdows are used foretermination
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whether datdrom a particular page have to be trartgzoi to and/or receiveldlom the RM/MC bus,

as well as for address mapping (copies of a shared page could be at different addresses on different
nodes). Rceive and transmit FIFBuffers are provided to make the transfers to/from the RM/MC

bus going asynchronously from/to the host.

Applications. The RMS supports numerous real-time aggilons such as vehicle simulation,
telemetry, instrumeation, and nuclear power plant simulation and control. The RM/MC system was
initially designed to satisfy the OLTP (On-Line Transactions Processing) application needs. Beside
that, progcts employing this system have included anfmaine-class ata storage, a data base
distributed lock manager, and decision support egfiins.

RM/MC bus
F N

v
T™MI RY window
; board i
RX buffer TX buffer
A
HPI/TMI bus
v
RX buffer TX buffer
¢ HPI N
{ board v TX window
A ’
Memory [& — T —]
I

: Host bus | :
: Node Local bus :

Figure 1. An RM/MC node

Description.Each shared memory write (determined by4Bsbit address which falls into an
open transmit window) is wten into the local memorygnd after the address translation, it is
propagated to the RM/MC bus. Other nodes snoop the bus. Ifeteive wiadow of some
particular node is open for paicular write, after theaddress translation, the local memory of that
node is updated.

Advantages.The RM/MC system combines potentials for a high bandwidth with &enty
time. This system has some advantages because it is bus-bdseddéast mechanism is easy for
implementabn. Upcte messages are small, consisting basically of virdgakas and ata (there
are no special headers and trailers, etc.). Propagation time fateuptessages is small, because
interconnection medium spends only one bus cycle (in the case of RMS where thenbos is
multiplexed) to propaate arupdate message to athdes. The system todesnode failures without
service disruption.

DisadvantagesThe main disadvantage is the low system scalability. Alsocdbling of RM is
disabled, because the HPI bddaas a slave on the system bus, can noatmitpdate/invalidate
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messages uporeceiving anupdatefrom the RM/MC bus, in order to keep tlsache memory
consistent. Short (word) messages and long (block) messages share the same FIFO buffers, so the
short messages always have to wait after the long ones.

3.1.1. Improved RMS for the PC environment

In order to use the RMS in the personal computers (PC) market, the University of Belgrade
group in cooperation with Encore proposed a solution tetebsuits highenode counts desirable
for a network of PCs [Savi95]. They implemented a prototype board for the EISA bus back in the
1993/94 time frame. The proposed system reduces the RM bus traffic, deals with transient and
permanent overloads on the transmit side, as well as on the receive side, and allevatddetme
of memory contention.

3.1.2. RM/MC++ System

Another progct of the University of Belgrade group and Encore proposed a solution that intends
to enhance the RM/MC system performance [Jova95], by combining compile- and ruactiomes.
The system performsekter if theprobalility is minimized that alsort message follows with a delay
after a long one, in conditions when the two are of the same priority and independent. Update
message streams defined at compile time are separatigplgating resurces at critical places. A
simple algorithm for moving messages at run-time into the higher priority stream, if allowed by
mutual dependencies, was proposed.

3.1.3. Encore LAM

Strict consistency of RM of the aforementioned systems is not daachhy hardware because
updates are based on adyranous, non-instantaneous comnaatibn. The consistency problem for
projects employing these systems has been sdbreglach particular system separately. Thae
Encore (in cooperation with University of Florida) went a step further, once and for all solving this
problem by proposing the LAM - a hybrid DSM system established on the RM interconnect
hardware (the RM/MC bus), upgraded with a software consistency policy [Dent96].

The LAM uses library routines to manage @dlton of the RM space and to spnonize the
accesses to this space. The MCM is based on entry consistency. A shared data structure may Cross
page boundaries. This LAM implentation sipports only one memory pool (divided into three
regions: data, control, and lock spacehaligh multiple pools could simplify prioritized partitioning
of the RM space.

3.2. MODCOMP MMM

The MMM (Mirror Memory Multiprocessor) represents an asymmetric, tightly-coupled
multiprocessor based on RM concept that delivers both the high computatidoahpace and the
real-time performance needed in time-critical aggilons [firh97].

Essence.The MMM consists of a host computer which controls the operation of the whole
system and up to eight tightly coupled nodes housed in a single VME chassis, as shown in Figure 2.
Eachnode consists of a single-board computer and a memory board. Both boards actecbto
two buses, the VME and VSB. The memory is divided intogpeiand mirored segments.

The mirror memory is based on a dual-port memory with logicdatera slavéunction on the
VME bus which supports a broadcast mechanism. The memory contatierlamonitors which can
be programmed to gerade interupts across the VSB bus to the target computer. The combination
of these two functions creates data andinfg broadcast mechanisms.
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Applications. The MMM aupports both hard and soft real-time apgiions. Examples include,
but are not limited to:ctory automation, process control AUA, data communications, as well as
simulation and trainer applications.

Advantages.The system incorpates the rate-amotonic scheduling algorithm, which assures
that all tasks complete within their deadlines (hard real-time scheduling)M™Mi supports a
variety of high-performance industry standard 1/O buses, atdesf, angrotocols.

Disadvantages.As other bus based multiprocessors, this system is characterizgmboby
scalability. Another weakness of this concept is duattion of the VME bus, which serves as a
medium for maintaining the RM coherence and also as the system bus.

Real-Time
110

Disks Host Station

VME Bus

........................................................................

Mirror Mirror
PI‘OW(i)tiSSOF Memory : : Prowcitissor Memory
Private : . Private
Local Memory Memory : ... i |Local Memory Memory
VSB VSB
"""""""" Node 1 T Nodes

Figure 2. Architecture of the MMM

Description.The VSB bus is used to read from and tibewnto private memory, as well as to
read from the mirrored memory. Writes to the mirrored memory occur across the VME bus.

3.3. Widely Distributed Replicated Shared Memory

A group from the University of Tokyo have proposed an RM model (called widely distributed
replicated shared many) [Oguc95] suitable for the case when a small nhumber of nodes are
distributed over a wide area.

EssenceEachnode (Figure 3) maintains its own copy of the entire contents of global shared
memory spce on local meany which is on the same board with the processor. Vddtesses to
this area are broadcast to all other nodes by a multicast server. A prototype of laetembiREM
has been successfully implemented using multi-threaded pmogng on multi-CPU SPARC
stations.

Updates are ndbroadcast uporach write. Shared variables accessed in critical sections are
broadcast only after a series of exclusive executions has finished. Therefore, the implemented MCM
is looser than that of the traditional RM systems, in which the global meratayitdm idoroadcast
each time it is written to.



Applications. The proposed model is considered to be suitable particularly forcafumhis
which impose real time operations in a widely distributed environment, since atbecy hiding
techniques such as context switching or data prefetching are not effectigal time demands.

Advantages.The system supports a kind of release MCM, which is an important step up, in
comparison with most other RM approaches. This model has ailtgpabdelay broadcasting of
shared memory writes until a series of exclusive executions hasatethpl

Disadvantages.If multicast server is completely realized in software, a software overhead
problem wil exist. If singleprocessor computer is used as a node, ancafipl execution must be
suspended while global data dm®adcast. Otherwise, if multiprocessor computer is used as a node,
applications can continue their execution on one CPU, \indadcasting is performed by other
CPUs.

Node Machine Memory
(Data Area)

Local Memory

Application _
Global Memory Multicast

(Shared Data) Server

F 3

. . T3
Interconnection Mew

Figure 3. A Widely Distributed Replicated Shared Mery node

Description. Multicast server can be realized in softwarehwiit any hardware modification
of the host computer, while significant performance improvement can be expeecigditimn of
custom hardware.

3.4. Memory Channel Network for PCI

Digital Equipment Corporation has designed a Memory Channel (MC) network for H@6]G
in order to enhance both the parallel performance and high-ahtgilaba cluster. The idea was to
map the interconnection neatvk into the virtual addressase of individuahodes, so the
foundation for this pr@ct was the Encore's RM tawlogy.

Essence.The MC uses an N-by-N (N=8 or N=16) nonblocking full-duplex crossbar with
broadcast capdlities as interonnection netwrk. The éta path width is 16 bits, a trad# that
offers a manageable skew and the required high bandwidth. The intectonnmedium is either
copper or fiber-optic.

This system supports page-level ceation granularity. A shared page can be mapped into the
process's addressagje for either reads or writes, but not for both. However, it can be mapped
multiple times, either for reads or for writ€saachnode (Figure 4) that maps a shared page for reads
allocates a page physical memory. No memory is atlatedfor write-mapped shared pages, but the
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particular page table entry is connected to thgr@prate PCI ddress spce. Thertore, a shared
write bypasses atflaches, while a receivimgpde carcache a contention of a page mapfuedeads.

The basic network pnitive provides a write-only coracttion between a page of virtualdress
space on the transmittingpde and a page of physical memory on theevingnode. Supported
connection models are: poird-point, multicast, and broadcast. Only a clusterwide service can
establish connections, ensuring at that tpnetection and security. Stricrdering of messages is
guaranteednder all conditions, even if a transmission error occurs.

Applications. The MC is supported by highly aptized PVM (Parallel Virtual Machine), MPI
(Message Passing Interface), and HPF (High Performance Fortran) software development tools for
parallel applications. Oracle Parallel Server could be used to implement data base applications.

Advantages.A server can transmit data directly to the requestiodes, without aécting its
local memory. Theeaching of RM is gpported. Acknowledgments can be requested fexriver
nodes. An innovative remote readnptive is implemented as two write transfersheitit software
intervention.

Node System PCI
bus bus
'y 'y
MC
MC adapter
| | Processor—- P Network
| | O | |
El_l bridge
110
“Lf | Memory device
\j \j

Figure 4. Memory Channel network for PCI

Description.The MC packet consists of the PCI write with a header identifying the destination
and traler containing a32-bit CRC. Adapter oneceivingnode, upon&ceiving such packet, strips
off the header and tiker, and sends the we to the PCI busNode 10 bridge maps the & to the
proper physical memory page, just as it would be the case for a normal 10 operation.

Disadvantages.This system, designed having homogeneous clusters in mind, does not support
heterogeneous computing, in spite of the fact that all computers tbgborate the PCI bus could
be connected using thipproach. The use of a crossbhanits the number ohodes in the system.

3.5. Network Shared Memory

People from Archecture Tebnology Corporation have proposed a low-cost approach for
clustering workgations into single, shared meng mid-range parallel computer [Rama95]. The
essence of their proposal, called Network Shared Memory (NSM) system, is RM based on a ring.

EssenceWorkdations are annected in a unidirectional slotted ring by high speed optical links
(Figure 5). The shared memory is implemented within the NMIs (Network Memory dogdrf
associated with arkgations. Each NMI maintains apy of the entire shared addresacs This

8



memory-to-memory intercomaet can be described as artnssel” of fixed-sized slots that circulate
around the ring.

The granularity of memory upde is a wrd. Sequential consistency of RM is guaemad by
hardware since the CPU is blocked from the time a shared memory write is issued uaththadd
traversed through the ring. The system also provides hardware support for synchronization by
implementing a separate symonization ring.

Sinchronization ring

: Processor
' Node |

Local memory

Shared memory

Data ring

Figure 5. A Network Shared Memory node

Description. When a CPU issues a write operation to shared memory, the associated NMI
places it in one of the empty slots in the data ring. As this slot traverses through the ring, each of
the other NMlIs reads the contents of the slot and updates its copy of the shared memory. After it
has fully traversed arund the ring, the NMI entips the contents of this sland at the end
updates its copy of the shared memory.

Applications. This system is intended to be a general purpose mid-range parallel computer, so
examples of supported aptions are: automotive CAD, pharmaceutical CAD, weather data
processing, parallel databases, etc.

Advantages. The proposed approach is especiallgcassful for clusters of up to about 60
processors. Results of the performance analysis performed by authors [Rama95] show that it
outperforms the tasgjed competition (direoty crossbar based and bus-based symmetric
multiprocessors).

Disadvantages. In order to ensure memory consistency by hardware, the overlapping
computation with communicatmn, a major advantage of RM systems, is not supported. Any relaxed
MCM would significantly improve the performance of this system.

3.6. SCRAMNet+

The SCRAMNet (Shared Common RAM Network) represents a very popular commercially
available RM family ofroducts based on a ring. The Systran Corporation getethe SCRMNet
Classic product line in 1989. It was refined and advanced, evolving into the fully compatible
SCRAMNet+ [Syst95]. Bcause the SORVINet+ is the state of the art, only it is described here.
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EssencelUp to 256 nodes (Figure 6) can be cected via a single fiber optic ring. Eanbde
keeps its own copy of the entire RMasge. When deterministic low-latency data transmission is
required, the SCRAMNet+ uses small fixed length update packei®2-lhih message contains a 32-
bit useful datum. Besides, variable length packets are provided in order to improveetiiweeff
network throughput. These packets have up to 1024 bytes of uatdubdtained by merging word
writes with subsequent addressexcpd in the transmit FIFO.

The SCRAMNet+ is intended to work in atbrogeneous environment. Therefore, hardware
byte swapping is supported. Two protocols concerning transmission errors are provided. The first
allows error corection only at the receivingodes, while another supports automatic retransmission
of packets. This system employs either a fiber optic cabling (up to 3&@&09)) or a coaxial cabling
(up to 30 neters) as a transmission medium.

Host bus
< >
A Node |
Memory <
A
A 4
Rx FIFO Tx FIFO
A
...... Ring in J| Transceiver | _y Ring out .

FIFO

Figure 6. A SCRAMNet+ node

Description.Messages coming into a node from the ring, do not wait for the whole message to
be placed into the transceiver FIFO for retransnossi and always have prity over a just
generated message (which waits in the transmit FIFO).

Applications. The SCRAMNet+ is optimizedor many real-time apgtions including:
simulation (e.g., aircraft, ship, land vehicle, missile), telemetry, robotiesa dacquisition,
instrumentation and control, and virtual reality.

Advantages.The network board can be elatly connected to the following system buses: VME,
ISA, EISA, Sbus, GIO, PCI, and PCM, while adapters are needed for: MULTIBUS II, SelBUS, and
Concurrent DMA buses. Also, the netwk board has been designed to be independent from the
used medium; the modular meds@cess aa, which plugs onto the network board, provides
complete media interface. Additional advantage is a kind of data filtering, very tmefuyclical
applications (e.g., aircraft flight simulati). Only writes that produceath value changes are
broadcast to other nodes.
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DisadvantagesThe RM is limited to 8 MB, due to the fixed number dfleess lines provided
by the standard. Also, there is no calitglto dynamically map the RM sge anddMA blocks are
not supported.

3.7. VMIC RM Network

The VMIC (VME Microsystems International Corporation) RM Network [Vmic95] is another
commercially available system dedicated to real-time applications. There aprdsct fanilies
distinguished by their transmission medium.

EssenceThe 5550 fanily is chaacterized by32-bit parallel transfers between nodes over up to
50 feet long flat-bbbon cable (intercorattion netwark is a bus). Up to 16 nodes can be emted.
All nodes are given equal priorigccess to the nebsk. A token-passing schemetdrmines which
node has thaccess to the cable. Node 0 is the token controller.

The fiber-optic fanily (5588) very much looks like Systran S&RNet+. The communication
network is a ring. Up to 16 MB of memory is allowed to be shared among up to 256 independent
nodes on distances up to 10@@t. Data is transmitted over the fiber cablg.atGbit/sec.

Applications. The VMIC RM network is approved for many real-time agggions including:
aircraft, ship, submarine, and power plant simulators, automated testing systems, aludfimym ro
mill control/monitoring, mdustrial process control, andtd acquisition.

Advantages. The VMIC RM Network supports a number of popular system buses: VME, ISA,
EISA, Sbus, PCI, and PCM. This system is also used to network PLCs (Programmable Logic
Controller). Hardware conversion between endian types is supported. A SRAM is used to implement
on-board RM, bcause iprovides fast readccess time to stored data.

Disadvantages.Eachnode keeps its own copy of the entire RMa@gp. Data filtering is not
provided. Interrupts are mostly used fatal synbronization across the network, but the use of an
interrupt service routine on aaeivingnode to read the juseceived datanvolves software
overhead.

3.8. MERLIN and SESAME

The MERLIN (MEmory Routed, Logical Intercoaation Netvork) system represents an open
architecturdor tightly coupled leterogeneous networks [Witt89]. It was proposed and developed at
the Sandia National Laboratories and the SUNY/Stony Brook. The main shortcoming of the Merlin
implementation is no hardwarapgport for write-ordering and synchronization. These ati@ristics,
desirable for large network efficiency, are included into itsceasor SESAME (Scalable Eagerly
ShAred MEmory) [Witt92].

Essence. The kind of interconnection is not fixed. However, fretotype implements a fiber
optic 2-dimensional torodial mesh. The path of anatgdnessage is not carried with the data. It is
determined by the global virtuatidress which is not changed while the message is routed through
intermediatenodes. The granularity ofth sharing is a page. The page size is selectable, but must be
the same for all nodes (Figure 7).

The sharing is organized within multicast domains, with centralized control of each domain.
Control roots for different domains are spread throughout the network to avoid bottlenecks. Multiple
writers within a multicast group are allowed. All writes within one multicast group occur in the same
(sequential) order on all participating nodes. Also, sequence numbers are assigned to packets to
enforce arrival in the originally witenorder.

11



Routes for updte messages are determined statically. However, based on a compile analysis,
sharing can be dynamically disabled for temporatadhanges. The SESAMEbrks basically with
single word packets which comprise a 64-latad item and 40-bit address. In addition, to gain
higher bandwidth, single word packets with consecutive addresses can be merged.

Applications. A testing of the prototype has shown that the system performs well on almost alll
scientific applications. However, simulation results demonstrate that there are applications that scale
especially well (parallel Gaussian elimination and FastiEr Transform programs).

Advantages.The system is intended to scale up efficiently to thousands of processors. Only
10% of the node inteate isprocessor dependent, so this system can easily be ported to numerous
different processors. The lock values, which are distributed, can be rapidly set and tested.

Disadvantages.Real block transfers generated DWIA are not gpported. Since the Gazelle
GaAs chips (used to transform words into bit-serial streams for fiber-optic transmission and back)
can not correct transmissionr@'s swcessfully, they must be corrected by sequence numbering and
data retransmission.

Local
Memory

Mirrored Region

Input
:\ Mgp

'y 3 :
h By Global . | Interconnection
Local Virtual Network
Address Address:
Output
PE Map
Node

........................................................

Figure 7. A Merlin node

Description. During each local memory write, the local physiealdress is cbcked in the
output map table. If the write is shared, the local physathdress is translated into the global
virtual address which igxed during the transfer. Eaatode has thetsering map table which uses
the global virtual address to route the message to # mode on the way. Aeceivingnode
retranslates the global virtual address into the proper local physical address using the input map
table and updates the gazular memory location.

3.9. SHRIMP

The SHRIMP (Scalable High-performance Really Inexpensive Multi-Processogciprayf
scalable multicomputers at Princeton University is based on a custom-designed virtual memory
mapped network inteate [Blur®4]. Actually, two network inteefce designs were implemented.

The first one, providing minimal hardware help, does not support automatiateypend
12



consequently is out of scope of this paper. The second one, considered here, is intended to provide
as much hardware support as needed tamza commurgation latency.

EssenceThe network intedce (Figure 8) maps the virtual mamy of a sending process to the
virtual memory of aeceivingprocess, in such a way that ordinary memory store instructions cause
data to bepropagted wihout extra processor involvement. "Sends" to a dominant destination are
made cheaper by separating destination specificéition data specification in message passing
primitives.

Xpress bus EISA bus
< > < T
A 4
Network
Interface -
Page -
Table
A
A 4 A 4
. Unpacking/
Packetizing Checking
A
A 4
Transmit Receive
FIFO FIFO
3 Node

L—_-,—

Figure 8. The SHRIMP network interface

Description. The prototype uses Intel Pentium Xpress PC systemsodss; they are
interconnected by an Intel Pagon routing backplane (a two-dimensional me®gcause the
network interface can not master the Xpress bus, the EISA bus is used to update memory from
interconnection network. Information needed to maintain tteppimgs between the physical
memories are held in a network interface page table.

Two transfer strategies arepported: automatic upte and deliberatgpdate. There are two
kinds of automatic updates: single-write which ismaged for low overhead and block-write which
is optimizedfor efficient network bandwidth usage. Consecutive writes buffered in the transmit
FIFO are merged into the same block automatic update packet if they are within the same page and
occur within a programmable tintienit one from another. Delibette update, related to blocks only,
is propa@ted only after the sendipgocess issues an explicit send command.
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The SHRIMP network intesice does not allow mapping of arbitrarily sized segments of
memory, but approxiates this by allowing ghysical page to be split between two separate
mappings at some configurable offset. The network mterfand the netwk both maintain FIFO
ordering between updes. The SHRIMBroject team haproposed two relaxed MCMs: automatic
update release consistency and scope consistency.

Applications. This system, supporting both word transfers and block transfers, as well as
automatic update and deliberatedate mechanisms, has great potential to be successfully used in
almost all kinds of parallel applications.

Advantages. The snoopingcache architecture of the Xpress PC system insures that caches
remain consistent with main memory. A pragraing model with many of thproperties of shared
memory is supported, as well as a simple and flexible message passing mechanism.

DisadvantagesThe main drawback is that broadcast and multicast concatiom models are
not supported, although certain programs may need to use the atafrifters to commuciate
with more than one node in the system.

3.10. Summary
Differences between the presented RM systems are summarized in Table 2.
System Processor | Sharing RM Update MCM Caching Main
Count Granularityl Mapping | Granularity | Protocol | Included | Applications

Encore RMS 8 page dynamic word PC no real-tinje
RMS for PC 16, 32, or more page dynamic word PG yes real-tijme
Encore RM/MC 8 page dynami¢  word & block PC no OLTP
RM/MC++ 8 page dynamic| word & blogk PC no OLTP
Encore LAM 8 segment dynami¢ word & block EC no OLTP
Modcomp MMM 8 page dynamic word SC no real-timg
RSM 8 segment static word RC no real-timg
DEC MC 16 page dynamic word & blo¢ck PC yes client-server
NSM 60 segment static word SC no S&E
SCRAMNet+ 256 segment static word PC no real-time
VMIC Network 256 segment static word PC no real-time
Sesame >1000 page dynamic word PC no S&KE
SHRIMP >1000 page dynami¢ word & block  AURC yes client-sefver

Table 2.Differences between represented RM systems

Description. SC - sequential consistency; PC - processor consistency; RC - release
consistency; EC - entry consistency; AURC - automafidate elease consistency; S & E -
scientificand engineering.

The strengths and weaknesses of the presented RM systems are summarized in Table 3. This
table, also, contains directiofes further research afach system.
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System Advantages Disadvantages Possible Improvement Aveflues
Encore RMS simple compared to othefrs low scalability, caching,
high cable complexity, data filtering,
limited number of nodes | better control of FIFO overflows
RMS for PC better scalability, high cable complexity more relaxed MCMs,

data filtering

lazy propagation of updates

Encore RM/MC

widely applicable

low scalability,
high cable complexity,
limited number of nodes

caching,
hierarchy of RM buses,
prioritization

RM/MC++ widely applicable, low scalability, caching,
prioritization, compiler has to be modified hierarchy of RM buses
better control of word and
block streams
Encore LAM widely applicable, one memory pool caching,

entry consistency,

multiple memory pools,

shared data are organized|as prioritization,
segments hierarchy of RM buses
Modcomp MMM hard and soft real-time poor scalabbity, bus hierarchy,
applications dual function of the VME bus  system bus for 10 operations
RSM release MCM, RM concept in software, dynamic RM mapping,
lazy updates only word updates block update granularity
DEC MC extremely high bandwidth homogeneous nodes, | heterogeneous computing, relax¢d
caching, low number of nodes MCM,
update acknowledgments inclusion of some kind of hierarchy,
remote read primitive, segment sharing granularity
sender could bypass local
memory
NSM hardware support for | no overlapping computation relaxed MCM model,
synchronization with communication, dynamic RM mapping
each node keeps a copy of
the entire RM space
SCRAMNet+ data filtering, RM is limited to 8 MB, dynamic RM mapping,
modular media interface,| each node keeps a copy of block update granularity
heterogeneous computing, the entire RM space
merging word updates
VMIC Network on-board RM is SRAM, | each node keeps a copy of dynamic RM mapping,
heterogeneous computing,  the entire RM space, block update granularity,
PLCs could be networked use of interrupts for data data filtering
synchronization
Sesame high scalability, no real block updates block update granularity
heterogeneous computing,
merging of word updates,
distributed synchronizatior,
dynamic sharing
SHRIMP high scalabilitycaching, no broadcast mechanisim hardware broadcast mecharlism

sophisticated relaxed MCM
deliberate updates, word

nd
block updates, merging cj

word updates

S

Table 3.The strengths and weaknesses of the presented RM systems

Discussion.Capablity of filtering of subsequent writes issued to the same shadddess by
the same node could reduce the update traffic both on the intexctoom networkand on the
receive side of targatodes. This indectly could reduce mpagation time and memoryceess
time. Lazy propagation of updates would amplify the power of degarig.
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Transient overloads on the transmit side of a node could be handled by temperagyag
higher priority to a particulamode, wile transient overdads on the eéceive side of aode could
be handled by temporarywing a higher priority to the receive FIFO buffer.

Hierarchy of RM buses with sopticated data partitioning schemasd data iltering between
stages could improve system scalability. A prioritization scheme could improve system
performance by reducing unnecessary waiting, thus making a sygtammore usable.

Dynamic RM mapping enables nodes nokeéep a copy of the entire RM space. Therefore,
available memory is better utilized. Actually, this hadsm incorporatesilfering of updates on
the transmit side and theeceive side of aode, what could reduce the intercection network
utilization, as @ll as the memory contesrti Block updates also reduce the interection
network utilizatiorand the memory contention (if the fast page mode is supported).

Incorporation of caching of RM regions could significantly reduce the memory access time. A
relaxed memory consistency model improves processor uthizattome hardware support for
heterogeneous computing could greatly improve system usability. Segment shanatargy
could improve utilizatiorand patition of memory.

A separate system bus for 1/0 operations leaves the VME bus to handle RM updates only, what
could significantly reduce ppagation time of update messages.

A hardware broadcast mechanism would improve system performance, and lidteathe
implementation of the proposed MCMs.

4. CONCLUSION

The RM/MC system brings together potentials for a high bus bandwidth wittatencly time,
what makes it useful for many apgations. Inproved RMS for the PC environment represents a set
of relatively inexpensive remedies that cure the scalability inefficiencies of the baseline design. The
RM/MC++, combining compile- and run-timactions, intends to enhance the RM/MC system
performance. The LAM solves the consistency problem of the aforementioned Encore's systems by
involving entry consistency.

The MMM system uses the standard VME lburs maintenance of RM coherence. This system
supports hard real-time apmitions. The RSM, designeidr widely distributed environment,
considers complete realization of the RM concept in software. This system is capable to delay
broadcasting of upates until a series of exclusive executions has completed.

The DEC MC provides an extremely high bandwidth due to a full-duplex crossbar being used as
the interconnection netwk. Strict ordering of messages is provided by hardware. Some kind of
hierarchy can increase the low number of nodes in the current impéimen Thecaching is
supported, butdéterogeneous computing is not. Remote read primitives argomated.

In order to ensure sequential memory consistency &ietplby hardware, the ring-based NSM
does not support the overlapping comgpion with communicabin, what is one of main advantages
of RM systems. Any relaxed MCM model would significantly improve the performance of this
system.

The SCRAMNet+ and VMIC RM Network represent commerciallycsssful real-time network
interfaces. These ring-based systemgppsrting many tate of the art plébrms, are particularly
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suitable for leterogeneous computing. Also, the SCRAMNet+ providata dfiltering and the
modular media inteafce design.

The SESAME and the SHRIMP are academic reseprojcts based on a mesh. THere,
they are scalable to higher node counts. The SESAME provides strict sequencing of shared writes
from multiple writers and the dibly to dynamically disable and enable sharing. The SHRIMP
supports both word transfers and block transfers, as well as automatte @l deliberatepdate
mechanisms. The cachinggeovided, but a broadcast mechanism is not. Two relaxed MCMs have
been proposed: automatic #be release consistency and scope consistency.

Although RM systems commercially exist for a relatively long time, there are a number of topics
worth further investigation: more relaxed MCMs suitable for RM systems, lazy propagation of
updates, cache coherence mechanisms,-tHsldetween software and hardware impletagons,
and the search for more apprepe applications.
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